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EDITOR-IN-CHIEF’S WORD
Dear Readers,
It is with great pride and joy that we are able to present you, shortly after this year’s first issue of the „Engineering 
Power“, the double issue of our Academy’s Bulletin in Croatian and in English, „Tehničke znanosti“ Vol. 21(1) 
2017 / „Engineering Power“ Vol. 12(2) 2017.
This issue is prepared in co-operation of the Guest-Editor Mario Cifrek, Associate Member of the Academy, with 
his colleagues and co-workers from the Faculty of Electrical Engineering and Computing in Zagreb and the Uni-
versity Hospital Centre Zagreb. The issue is dedicated to selected current research projects in neurophysiology, 

which address brain electrical signals i.e. their measurement, processing, analysis, and application.
As a scientific organisation dedicated to promotion and popularisation of technological and biotechnological sciences, facilitating con-
tinuous cooperation of our most prominent scientists as well as strengthening the public awareness of the importance of technological 
and biotechnological sciences, our Academy consistently and tirelessly strives to bring to our readers from all fields and professions the 
most important and valuable insights into our members’ activities, and into the state of individual domains in technological and bio-
technological sciences.

Editor-in-Chief 
Vladimir Andročec, President of the Croatian Academy of Engineering

EDITOR’S WORD
Mutual permeation of engineering sciences and contemporary medical practice is one of the best examples of the 
necessity of multi-disciplinary approach in present-day science. From computer modelling and numerical simula-
tions of physical and chemical processes within the biological systems, and utilisation of instrumentarium based 
on more and more sophisticated technological solutions for diagnostical purposes, to intelligent orthopedic appa-
ratuses and smart prosthetics („wearable robotics“), the application of advanced engineering solutions has been 
inevitable in almost all domains of the contemporary medicine.
The awareness of the necessity of such interconnection is reflected in the everyday activities of the Croatian Aca-

demy of Engineering, which closely co-operates with the Croatian Academy of Medical Sciences and clinical and research institutions 
within the frame of work on joint projects, the organisation of scientific conferences, and other socially important activities.
Having in mind all aforementioned, I am especially pleased to present you this issue of the „Engineering Power“, which addresses a 
subject that interconnects the domains of engineering activities and medical practice in a particularly relevant manner. The Guest-Editor 
of this issue is Mario Cifrek, Associate Member of the Croatian Academy of Engineering in the Department of Systems and Cyberneti-
cs, and Full Professor at the Faculty of Electrical Engineering and Computing of the University of Zagreb.

Editor 
Zdravko Terze, Vice-President of the Croatian Academy of Engineering

GUEST-EDITOR’S WORD
Brain electrical signals – measurement, processing, analysis, and applications
Biomedical engineering is an interdisciplinary field combining knowledge of engineering (electrical engineering, 
computer science, information and communication technology, physics, chemistry ...), biology and medicine. The 
development of medical science, health service organisation and health care at the turn of this century is closely 
and inseparably linked to the development of electronic, computer, information and communication technologies. 
Electrical equipment and accessories are an integral part of almost every medical examination/intervention, and 
computer and information and communication systems are now an inseparable part of everyday life.

Electroencephalography (EEG) is one of the basic neurophysiological methods of registration of the brain bioelectric activity. It was first 
mentioned in the thirties of the last century in the works of neuropsychiatrist Hans Berger. He was recording, using sensitive galvano-
meter, the first signals that belong to the alpha frequency range, according to today’s classification. EEG as a diagnostic method begins 
routinely carried out with the first commercially available electroencephalograph in the fifties of the last century. Here we must point 
out Professor Ante Šantić who already in 1957, as an employee of the Institute of Electrical Engineering in Zagreb, designed and com-
mercialised 12 channel electroencephalograph, the first in South-eastern/Central Europe. Upon arrival at the Faculty of Electrical Engi-
neering, University of Zagreb, in 1972 he founded the Laboratory for Biomedical Electronics and starts lecturing on Biomedical Ele-
ctronics, for which he wrote the textbook of the same name, and thus lays the foundation of biomedical engineering in Croatia. 
Technological progress made it possible to process electroencephalographic signals on the digital computer. Already in the beginning of 
the seventies, it was carried out on the PDP-8 computer by Prof. Stanko Tonković, PhD, Dipl Eng, an employee of the Faculty of Ele-
ctrical Engineering in Zagreb, and Velimir Išgum, PhD, Dipl Eng, an employee of the Clinical Hospital Centre Zagreb. Velimir Išgum, 
PhD, continues his career in the Department of Neurology, University Hospital Centre Zagreb, where he participated in the founding of 
the Laboratory of evoked potentials. Additionally, he founded the Laboratory for Cognitive and Experimental Neurophysiology. Several 
papers listed thereafter represent a continuation of research that started in these laboratories.
Initiation and development of this inter- and multi-disciplinary area would be impossible without the support and active participation of 
medical doctors. This high quality and fruitful collaboration took place to this day, which is directly visible in the presented papers.
The following papers presented some of the current research projects in the field of neurophysiology that uses measurement, processing 
and analysis of the electroencephalographic signals. The first paper presents several modalities for brain-computer interface (BCI), very 
actively investigated area in the last years. The following paper deals with the application of invasive EEG monitoring in the surgical 
treatment of patients with pharmacoresistant epilepsy. The third document describes the use of the evoked potentials in the diagnosis of 
multiple sclerosis. The fourth paper describes the diagnostic value of vibration evoked potentials, while the fifth one deals with auditory 
evoked potentials with a focus on the used stimuli and paradigms.

Guest-Editor 
Mario Cifrek, University of Zagreb, Faculty of Electrical Engineering and Computing Zagreb
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Krešimir Friganović, Ana Branka Jerbić, Marko 
Medved, Tea Zavacki, Mario Cifrek

BRAIN-COMPUTER INTERFACES

University of Zagreb, Faculty of Electrical Engineering and Com-
puting

INTRODUCTION

The goal of new researches and technologies is to help 
and ease everyday tasks in life. Today, we can find the 
assistive technologies in everyday use, from the voice 
commands in smartphones to the eye tracking technolo-
gies. Those technologies emerged from the human-com-
puter interface field of research. Brain-computer interfa-
ces (BCIs) are part of this wide field of research. The 
main goal of such systems is to connect human (subjects) 
intention and the physical interaction with environment 
to do some task. In such a way, difficulties with intera-
ction for people who are unable to use current devices 
(disabled persons) or are completely unable to commu-
nicate with outside world (patients with locked-in syn-
drome) are bypassed. The applications of the BCI 
systems can be of great help if they are developed for 
the people with severe neuromuscular damage, occurred 
as the effect of spinal cord injury, amyotrophic lateral 
sclerosis, stroke, or cerebral paralysis [1]. Besidea these 
specific applications, the BCI systems can be used as 
part of the biofeedback systems, to record our psychop-
hysical state (perhaps even unaware of it) and use the 
computer to train us or adapt the environment to suit our 
needs.

The BCI systems include measurement, analysis and eva-
luation of complex neurophysiological patterns in the bra-
in found in the electrical brain activity. BCI researches are 
involved in the multidisciplinary field of study due to a 
need for not only knowledge of the electrical sensors, am-
plifiers or signal processing, but also brain anatomy and 
cognitive and sensory process in the brain as well.

Each of the BCI systems consists of the measuring in-
strument for measurement of the electrical brain activity 
(EEG amplifier), computer host for processing of the 
recorded signals and feature detection characteristic for 
specific BCI system. The electric brain activity measu-
rement can be invasive (electrocorticography) with the 
electrodes placed directly on the surface of the brain, and 
non-invasive (electroencephalography) with the electro-
des placed on top of the scalp. Despite better signal to 
noise ratio and better overall quality of the signal, inva-
sive methods aren’t suitable for the everyday use or re-
searches. Signal processing and classification are dire-
ctly depended on the task instructed to the subject to do. 
Examples can vary, from the simple ones (input com-
mands for computer and video games, manipulations in 

the smart house, wheelchair control) to complex ones 
like robot or artificial prosthesis control. On Fig. 1 ge-
neral scheme of the BCI system is shown.

BRAIN-COMPUTER INTERFACE BASED 
ON STEADY-STATE VISUAL EVOKED 
POTENTIALS

Steady-state visual evoked potentials

The steady-state visual evoked potentials (SSVEPs) be-
long to the visual evoked potentials group of brain acti-
vity. They are evoked as the brain reaction to current 
visual stimuli. Apart from the visual, there are auditory 
and somatosensory evoked potentials. SSVEPs occur 
with the flickering light stimulus. The amplitude is most 
expressed on the occipital brain region (visual cortex).

The characteristics of SSVEP are depended on the attri-
butes of the stimuli (frequency and contrast). If the su-
bject is presented with series of visual stimuli, which 
occur one after the other in uniform time intervals, the 
excited groups of the brain structures don’t have time to 
return to the idle state. For stimuli, the black and white 
chessboard with alternating black and white fields is 
mostly used because of the strong contrast. As a result 
of such stimulus, high amplitude occurs in the frequency 
spectrum of the EEG signal from the occipital brain re-
gion, on the flickering frequency of stimuli. Scheme of 
BCI system with flickering chessboard as main stimuli 
is shown on Fig. 2.
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Fig 1. General scheme of brain-computer interface system 
(taken from [2] and modified)
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Detection and classification of eye gaze 
on chessboard

Brain-computer interface requires work in real time, so 
it is necessary to minimize the time of execution of the 
program code for feature extraction and classification of 
the eye gaze as much as possible. Given the short time 
of execution, Fourier transformation is selected as a met-
hod of analysis performed with Fast Fourier Transform 
(FFT) algorithm.

Before the Fourier transformation, over the previously 
filtered signal autocorrelation is carried out. The auto-
correlation of the signal f (t) given by the formula:

 R
T

f T f t dtf f T T

T
( ) lim ( ) ( )τ τ= −

→∞ −∫
1
2

Autocorrelation of the periodic signal is a periodic fun-
ction of the same frequency as the signal, while auto-
correlation of the aperiodic signal tends cancel out to 
zero for large movements [3]. Thereby, to decrease the 
influence of spontaneous brain activity in the EEG signal 
and to increase the influence of the periodic nature of 
the steady state evoked potential, autocorrelation is first 
used.

Classification of eye gaze on current chessboard can be 
performed by various methods such as machine learning 
and adaptive thresholding. In this case, a relatively rug-
ged phenomenon is observed, so relative simple classi-
fication with thresholds at amplitudes of EEG spectrum 
at frequencies of chessboard oscillation and their harmo-
nics is used.

Applications

Developed BCI can be applied in standard control and 
command applications, for example virtual keyboard. An 
interesting application is possible in smart homes, whe-
re such BCI, because of its robustness, can be used, for 
example in control of household lighting.

An important application of BCI system based on ste-
ady-state evoked potentials may be in video games for 
children with attention deficit disorder. Because of the 
need to subject to focus on stimulus, it is possible to 
design a game that would encourage concentration.

BRAIN-COMPUTER INTERFACE 
WITH ALPHA WAVE DETECTOR

Brain rhythms

Mental activities, emotional and psychological states, 
such as sleep, relaxation, solving of complex mathema-
tical problems or discussions, are followed by different 
brain activity. Brain activity can be manifested in the 
form of brain rhythms (waves), called alpha (α), beta (β), 
delta (δ), theta (θ) and gamma (γ).

German neurologist Hans Berger first called perceived 
rhythmic EEG activity alpha waves. Alpha waves domi-
nate in the occipital region of the brain and they appear 
in a state of relaxation. Their amplitude increases with 
eyes closed. The amplitude of alpha waves is not con-
stant, but it changes in the shape of a spindle and then 
completely disappear and reappear after a few seconds. 
Alpha waves disappear during sleep and during enhan-
ced cognitive activities (such as thinking, solving a pro-
blem). Alpha wave frequency range from 8 Hz to 12 Hz, 
while their amplitude is approximately equal to 50 µV.

Beta waves have lower amplitude than alpha waves and 
they occur mainly during increased brain activity (con-
centration, reflection, etc.). Also, they are dominant in 
patients experiencing anxiety. By opening the eyes alpha 
waves become blocked because the concentration of the 
patient increase and this causes the appearance of beta 
and disappearance of the alpha waves. Beta waves most 
commonly occur in the frontal and parietal region.

Theta waves and delta waves belong to the low frequen-
cy EEG spectra (<8 Hz) and have large amplitude rela-
tive to other waves. They occur in young children, or in 
a deep sleep in adults and may be an indication of ab-
normal brain disease.

Gamma waves are in the frequency range from 30 Hz to 
100 Hz, and belong to the highest frequency range of the 
EEG waves. Until recently it was not seen as part of the 
EEG and they are only recently began to study more. 
Research shows that the brain enters the gamma state 
when high levels of processing information occurs.

In addition to the described dominant brain rhythms, mu 
rhythm has been recognised, also known as the Roland 
rhythm. It is located in the frequency and amplitude ran-
ge of alpha rhythm, but topology and physiological cha-
racter is different from the alpha. Mu rhythm is associa-
ted with imagining movement and motor movements. It 
is used for research of motor and sensory functions of 
the body, as well as in the rehabilitation of epileptic se-
izures.

Fig 2. Scheme of BCI system with flickering chessboard
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The scientific community agrees that the alpha waves 
are an important source of knowledge and information 
on the functioning of the human brain and are often an 
inspiration to numerous studies of human behaviour, le-
arning and concentration. Alpha waves get extra attenti-
on with the advent of biofeedback theory, which claims 
that it is possible to, at least partially, control the bodily 
processes that are normally controlled by the autonomic 
nervous system. Research of the alpha rhythm in conjun-
ction with the biofeedback method presently shows in-
teresting results in the treatment of depression, and pho-
bias. In recent years, the alpha waves are increasingly 
associated with meditative states, while at the same time 
the positive correlation between high levels of alpha wa-
ves and creativity, better memory and faster problem 
solving is highlighted. Therefore, scientists are trying to 
find a method that would allow the conscious control of 
alpha waves [4].

Wavelet transform detection of alpha waves

The recorded EEG signal is first filtered with 4th order 
bandpass Butterworth filter with the limits f1=3.5 Hz and 
f2=40 Hz in order to avoid interference with the city 
power network noise. After pre-processing, signal featu-
re extraction and detection of alpha rhythm by applying 
wavelet transformation is implemented. Wavelet mother 
function is the most important parameter in the analysis 
of the EEG signal because feature extraction signal de-
pends on the correlation of the analysed signal and wa-
velet function. A group of orthogonal wavelet functions 
is chosen as one of the groups whose prototypes give the 
best results in the detection of alpha rhythm of the EEG 
signal. From the group of orthogonal functions wavelets 
Daubechies, Symlets and Coiflets are chosen and tested 
with Daubechies function of order 4 [5], Symlets of or-
der 9 [6] and Coiflets the order of 5 [7].

By applying the discrete wavelet transform (DWT) de-
tails of eight levels are extracted. With sampling rate of 
200 Hz, details of the fourth level (D4) includes the 
frequency band from 6.25 to 12.5 Hz. This frequency 
bands corresponds to that of alpha waves and the coef-
ficients of these details are taken for further processing. 
On detail coefficient two methods of decision-making 
are applied to decide if the alpha waves are present. Both 
methods are based on the maximum absolute value of 
the wavelet transformation coefficients Mj(T). Formulas 
for calculation of thresholds are given as:

 Prag mean M std Mj j1 2= + ⋅( ) ( )

 Prag std M j2 1 5= ⋅. ( )

where mean() i std()are functions of arithmetic mean and 
standard deviation, and Mj is defined as:

 M T C jj T( ) max ( )

where CT (j) is coefficient of level j given with wavelet 
transformations of EEG signal segment in given time T.

To test the method, the sections of 200 samples (1 se-
cond) of the signal are used. Slices were taken every 100 
samples (half a second). If the 25% coefficient of wave-
let transformation are larger than the set threshold, the 
presence of alpha waves is defined as positive. Otherwi-
se, the presence is defined negative.

Based on the literature [8], we analysed the method of 
applying the Fourier transform to the previously calcu-
lated coefficients of wavelet transformation D4. The 
exact boundaries of the frequency band covered in deta-
il depend on the prototype used wavelet functions, as 
well as the number of levels of decomposition. Therefo-
re, the Fourier analysis can analyse in detail the content 
of component D4 and examine whether it contains, in 
addition to the alpha rhythm, any signals of other 
frequencies. With simple algorithm, only the value of the 
spectrum belonging frequencies 8-13 Hz are extracted 
and the power spectrum for an isolated area is calculated:

 
P T X fT

f
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=

∑ 2
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The resulting power spectrum is normalized to the values 
between [0.1] in order to facilitate a decision on the thre-
shold value. Threshold is set to be 0.25. If the total power 
of calculated standardized spectrum of segment is grea-
ter than 0.25 presence of alpha rhythm is defined posi-
tively, otherwise or negatively.

Applications

Biofeedback is a technique of treatment with which the 
patient learns to control the internal bodily processes 
which are normally automatically controlled by the au-
tonomous nervous system (e.g. heart rate, blood pre-
ssure, muscle tension, body temperature, and EEG acti-
vity). By using EEG recording is possible to get feedback 
in real time on the concentration of alpha waves in the 
overall brain activity, which is an indication of the cu-
rrent calmness and relaxation. Currently the most popu-
lar application of biofeedback techniques if for medita-
tion, because it has been observed a significant increase 
in the concentration of alpha waves during deep medita-
tive state. Biofeedback techniques has found its applica-
tion in the treatment of phobias, depression, and calming 
hyperactive children and in practice with children with 
speech difficulties. Psychologists also found the applica-
tion of alpha waves in the training of soldiers, to train 
their ability to increase the concentration of alpha waves 
successfully if they undergo lie detector. Probably the 
most interesting application of biofeedback techniques 
today is in business environment of high risk. In fact, 
studies have shown that the concentration of alpha waves 
increases by as much as 25% before the respondent ma-
kes a mistake, then again observed a significant decrea-
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se in their concentration when the subject becomes awa-
re of such errors. This correlation is important in 
high-risk occupations (e.g., air traffic controllers). By 
using biofeedback methods, we can alert in time when 
their concentration falls or when they start automated 
and unknowingly perform a task [9]. In addition to the-
se, biofeedback application will find benefit in many 
other aspects of life and business, especially when it co-
mes to still unexplored characteristics and effects of alp-
ha waves. Therefore, reliable and fast extraction of alpha 
rhythm of the entire EEG signal is of great importance.

BRAIN-COMPUTER INTERFACE BASED 
ON MOTOR IMAGERY

Brain activity during motor imagery

Two types of brain activity occur during the execution 
of movement (a similar activity occurs during the motor 
imagery [10]): movement related cortical potentials 
(MRCPs) and changes in the amplitude of sensorimotor 
rhythms (SMRs).

The primary somatosensory cortex is in the anterior part 
of the parietal lobe, while the primary motor cortex is 
located at the posterior part of the frontal lobe, separated 
by large fissure called central sulcus. Fig. 3 shows the 
division of the brain into the lobes and parts responsible 

for sensory and motor functions.

A more detailed breakdown of motor cortex is shown on 
the left side of Fig. 3, and it is called the homunculus 
(Latin for “little man”). Fig. 3 shows that some part of 
the body has a different surface area of regions respon-
sible for its control. Both feet have relatively small re-
presentation in the primary motor cortex, while the 
hands have relatively large. The reason for this lies in 
the complexity of the movement that we can perform 
with your fingers, unlike those with those. The impor-
tance of this in the context of the brain-computer inter-
face is in choosing the parts of the body with which we 
control the BCI. Only the part of the body with enough 
large representation on the motor cortex provide useful 
control signals. In addition, the activity of the hand is 

read on the contralateral hemisphere of the brain (left 
arm activity occurs in the right hemisphere, and vice 
versa). That way it is easily to distinguish which parti-
cipates in the control, while the differentiation of the 
activity of the left and right foot is a difficult task.

In these regions, MRCP emerge during the planning, pre-
paration and execution of movement. For causing visible 
activity of MRCP recorded with EEG, it is necessary to 
repeat the same movement several times after which the 
recorded brain activity is averaged (Fig 4.). Small ampli-
tudes (a few microvolts) in relation to the spontaneous 
brain activity, together with a large variability in time re-
lative to the movement, makes MRCP unsuitable for use 
as control signals in the BCI systems since it takes time 
for extraction of recognisable waveform.

Somatosensory rhythms show two types of amplitude 
modulation when performing movements: evoked de-
synchronization (ERD) and evoked synchronization 
(ERS). Within the frequency band of a mu rhythm, evo-
ked desynchronization occurs as amplitude attenuation 
during the preparation and execution of movement, whi-
le evoked synchronization occurs in the beta frequency 
band as an amplitude gain, after the movement. Unlike 
traditional evoked potentials (obtained by averaging), 
which can be observed as the major series of postsynap-
tic responses of pyramidal neurons activated to some 
stimuli, ERD / ERS can be observed as a change in one 
or more parameters which control the oscillations of the 
neural structures. These changes are not phase related to 
the event, so time-frequency analysis is needed.

Time-frequency analysis of evoked 
desynchronisation and synchronisation

To extract features characteristic for the evoked synchro-
nisation or desynchronisation, it is necessary to carry out 
time-frequency (TF) analysis. Often the simple bandpa-
ss filtering of bandwidth of interest is used. By compa-
ring the power spectrum with baseline levels averaged 
prior to the execution of movement it is possible to extra-

Fig 3. Functionality of different parts of the brain (left) and 
homunculus of motor (right) (taken [11])

Fig 4. Averaged MRCP (red) i individual trials of EEG signal 
(blue) (taken from [11])
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ct the appearance of desynchronisation or synchronisa-
tion (Fig. 5).

It is shown that by using more complex mathematical 
methods, such as Hilbert-Huang transformation, can im-
prove the quality of classification. Hilbert-Huang tran-
sformation for real signals is given by:

 h t H x t PV
x
t

dH ( ) ( )
( )

= [ ]=
−−∞

∞∫1
π

τ
τ

τ

Because of the large signal individuality of each subject, 
greater accuracy is achieved by selecting individual time 
and frequency window in relation to the moment of the 
beginning of movement imaging. In Fig. 6, the different 
classification accuracy for different time windows and 
frequency bands is shown.

Applications

The use of this BCI system feels the most natural in the 
control applications, where imagining particular move-
ment commands (e.g., imagining the movement of left 

hand moves a wheelchair to the left). An interesting 
application of movement imagery is in the rehabilitation 
of patients of a stroke. Imagining movement provides 
one mode to rehabilitation during training movement 
[12]. By applying the BCI system it is possible to give 
feedback to the patient in rehab, which would speed up 
his recovery.
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Magdalena Krbot Skorić

INVASIVE EEG MONITORING AND ITS APPLICATION IN THE SURGICAL 
TREATMENT OF PATIENTS WITH PHARMACORESISTANT EPILEPSY

Laboratory for Cognitive and Experimental Neurophysiology, Department of Neurology, University Hospital Center Zagreb

Epilepsy is one of the most common neurological diseases. 
It manifests itself as a disorder of the central nervous system 
that is caused by repetition of abnormal, excessive and syn-
chronous neural discharge [1]. Such neural discharges are 
clinically manifested with epileptic seizures, and a dia-
gnosis of epilepsy is made if seizures are repeated two or 
more times. Possible causes of epilepsy are various: genetic 
disorders, birth trauma, anoxia, infection, traumatic head 
injury, stroke, and many others, but in approximately one 
third of patients the cause of epilepsy is unknown. Seizures 
have a major impact on the health of patients - each new 
seizure could cause micro damage to the brain and the pa-
tients could possibly be hurt during the attack. Also, seizu-
res affect the quality of life of patients - often people suffe-
ring from epilepsy have problems with employment and 
promotion opportunities. For many of them a driver’s licen-
se could be denied, and also there is significant effect on 
the social life because of the frequent isolation from friends 
and constant uncertainty whether the seizure will happen.

Consequently, the main goal of treatment in patients with 
epilepsy is partial or complete reduction of seizures. The 
treatment is usually pharmacological (anti-epileptic drugs 
– AED), with one, two or more AEDs. However, there are 
great difficulties with the pharmacoresistant form of epi-
lepsy, in which seizures continue after two years of tre-
atment and / or after unsuccessful treatment with a com-
bination of two to three antiepileptic drugs [2]. According 
to available literature, in about 50% of people with epi-
lepsy only one AED is sufficient for complete seizure 
reduction, but the problem is that about 36% of patients 
have pharmacoresistant form of epilepsy [3].

Patients with pharmacoresistant epilepsy are treated with in-
vasive methods, such as vagus nerve stimulation or one of 
neurosurgical procedures. The vagus nerve stimulation in 
combination with drug therapy can be very beneficial. For 
the purpose of stimulation, the vagus nerve stimulator is im-
planted in the left chest and the wire electrode is wrapped 
around the left vagus nerve [1]. The vagus nerve stimulator 
works on the assumption that stimulation of the nerve vagus 
sensory fibres can desynchronize cortical activity and reduce 
the incidence and severity of the epileptic seizures [1]. Ano-
ther possibility for the treatment of pharmacoresistant epi-
lepsy is surgical resection of epileptic regions of the brain. It 
is recommended to perform surgical resection as soon as it 
is determined that it is the only possible treatment , because 
the long term, frequent and severe attacks can lead to serious 
damage of the brain tissue and significantly affect cognitive 
and motor abilities of patients with epilepsy.

The result of the surgical resection is removing one part of 
the brain, and is of great importance that before the resecti-

on areas responsible for the generation of epileptic seizures 
are localized with great precision, but it is of equal impor-
tance to determine whether these areas can be removed 
without fatal consequences to neurological and cognitive 
function. For this purpose, detailed preoperative assessment 
designed to accurately predict the outcome of the surgery 
and to preserve the quality of life of patients is performed.

The preoperative assessment and invasive monitoring is be-
ing performed since 2010 at the Department of Neurology, 
University Hospital Center Zagreb, as part of the Referral 
Centre for Epilepsy of the Ministry of Health of the Republic 
of Croatia, led by Prof. Sanja Hajnšek. A multidisciplinary 
team consisting of neurologists, neurosurgeons, neuroradio-
logists and medical engineers participates in this extremely 
demanding procedure. The procedure is highly personalized. 
It requires a high  degree of expertise and knowledge, and 
careful selection of patients based on a detailed preoperative 
evaluation (determination of the semiology of the seizures, 
epi leptogenic lesion detection, and detection of the epi-
leptogenic zone [4]). After the selection of patients, the pre-
operative evaluation is performed, which precedes the neu-
rosurgical procedure of removing epileptic tissue.

Preoperative evaluation can be divided into two phases: Pha-
se I - non-invasive procedures and Phase II - invasive proce-
dures. Phase I includes: preoperative neuropsychological and 
neurocognitive testing, cognitive evoked potentials, EEG 
polygraph video recording, magnetic resonance (MR - 3T), 
MR volumetric analysis (particularly hippocampal sclerosis), 
functional MR recording with MR tractography, MR spe-
ctroscopy, and ‘postprocessing’ MR methods. Examples of 
the results of the MRI are shown in Figure 1.

Also, the functional imaging methods are performed, 
such as PET (positron emission tomography), SPECT 
(single-photon emission computed tomography) and 
SISCOM (Subtraction ictal SPECT co-registered to the 
MR) which presents comparison of ictal and interictal 
SPECT co-registered to MR ( Figure 2).

Fig. 1: a) MR-3T with marked area of the lesion and b) functional 
MRI with a location of Fasciculus arcuatus
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Based on the results obtained in the Phase I of the preopera-
tive evaluation, the more detailed location of the area of in-
terest is known, which is necessary for the Phase II. The 
Phase II consists of invasive procedures that will provide 
detailed information about the exact location of the epilepto-
genic tissue that has to be removed. Also, the Phase II emp-
hasizes the value of the invasive monitoring, because it 
shows what would happen if the epileptic tissue is removed 
and what impact it will have on the patient’s quality of life.

Invasive stage of the preoperative evaluation consists of 
the Wada test and invasive EEG monitoring. In the Wada 
test one hemisphere of the brain is temporarily anesthe-
tized with certain amount of anaesthetic in order to see 
what impact the absence of one hemisphere would have 
on motor and cognitive functions of patients [5]. Altho-
ugh the Wada test is the golden rule of lateralisation of 
speech function, it is important to assess for each patient 
the ratio between risks and complications related to this 
method and the postoperative benefit.

Invasive EEG monitoring is a procedure that determines the 
exact location of the epileptic zone for the neurosurgical 
resection, but also at the same time maps areas of the cortex 
responsible for speech, cognitive, motor and sensory fun-
ctions. Special electrodes for invasive monitoring are im-
planted into the patient, and EEG activity is monitored over 
several days (24 hour a day) with a 128-channel EEG am-
plifier. Based on the data obtained from methods in Phase 
I, for each patient it is determined which electrodes are 
required for invasive monitoring and precise location whe-
re electrodes should be implanted. There are several types 
of electrodes, they can vary in their form and way of im-

plantation (surface electrodes or deep electrodes). Figure 3 
shows a schematic view of the location of the electrodes (a) 
and a realistic view of the location (b). From the data obta-
ined from invasive monitoring about the location of the 
epileptogenic zone, neurosurgeons determine the trajectory 
of the neurosurgical resection.

Anatomy of the brain (gyrus and sulci) and the organizati-
on of brain functions are specific for each person. Therefo-
re it is necessary to determine whether the area of the epi-
leptogenic zone, which is planned for neurosurgical 
resection, also contains areas of the brain associated with 
motor control, sensors, and cognitive functions or speech. 
The “brain mapping”, whose main role is to preserve the 
quality of life of the patient after surgery, should be perfor-
med for every patient. “Brain mapping” is performed with 
the cortical stimulator and a battery of tests, where electri-
cal stimulation of individual electrodes simulates the disa-
bling brain tissue beneath these electrodes to determine 
what would happen if that piece of brain tissue is removed. 
The battery of tests is very carefully selected with the pur-
pose to examine cognitive, motor and sensory functions. 
During the procedure, the stimulation is performed with 
two by two electrodes and the intensity of the stimulation 
is gradually increased. During the test, it is important to 
record all the changes that the patient feels regarding the 
motor, sensory, and cognitive functions and speech.

Based on the results of the testing, for each patient the 
functional brain map is defined (shown in Figure 4). The 
functional brain map is very important for the planning 
of the neurosurgical resection because it provides insight 
into which motor, sensory or cognitive functions are re-
lated to the area of   the epileptogenic zone, and which 
part of the brain tissue could be removed without adver-
se consequences for the patient.

Based on the information obtained from the invasive 
monitoring, the neurosurgical removal of epileptic tissue 
is performed.

The success of the procedure is evaluated according to the 
quality of life of the patient after the surgery, measured 
with a degree of the reduction of epileptic seizures while 
preserving all motor, sensory and cognitive functions.

Fig. 2: SISCOM – subtraction of ictal from interictal SPECT and 
correlation with MRI; the connection between functional and 
morphological information, the area of the epileptogenic activity 

is marked

Fig. 3: Electrode scheme (a) and realistic representation (b)

Fig. 4: The functional brain map: individual presentation of sen-
sory and motor areas related to the epileptogenic zone; red line 
– primary sensor area, green line – primary motor area, yellow 

line – area of lesion, blue line – epileptogenic area
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INTRODUCTION

Multiple sclerosis (MS) is chronic inflammatory demyelina-
ting disease of the central nervous system (CNS), and the 
leading cause of disability in young adults. Considering that 
inflammation can affect any part of the CNS, this disease can 
present itself with myriad of symptoms, thus it is sometimes 
called “the disease with thousand faces”. Symptoms that pa-
tients develop are caused by inflammation leading to demye-
lination (i.e. the disruption of the myelin sheath) which results 
in slowing of impulse conduction through neuronal pathways, 
and functional deficits in systems innervated by demyelinated 
nerve fibres (e.g. locomotor and sensory system). For exam-
ple, one of the more important and frequently affected fun-
ctions, particularly in patients with longer disease duration, is 
walking. According to North American Research Committee 
on Multiple Sclerosis registry 45% of MS patients aged 
between 18-64 years use some form of mobility devices (1). 
Moreover, MS is the leading cause of wheelchair use in this 
age group (2). It is only recently that a wider range of drugs 
for treating MS became available, and they can be divided in 
two groups, i.e. the first and second line. The second line of 
treatment includes more efficient drugs, but with more seve-
re possible side-effects. This line of treatment is used in pa-
tients with more aggressive disease course or in patients who 
were unresponsive to the first line treatment.

Considering this wider range of therapies available today, one 
of the challenges is to estimate which therapy is the best 

choice for specific patient taking into account his or her cu-
rrent health state and factors which may indicate future co-
urse of disease in this patient. In addition to neurological 
examination, brain and cervical spinal cord magnetic reso-
nance imaging (MRI) is typically used in order to gain insi-
ght into patients’ current state and disease activity. Studies 
have shown that demyelinating lesions detected with the 
MRI in some parts of the CNS, such as the brainstem, carry 
higher risk for worse disease course (3-5). On the other hand, 
it is also known that MRI findings do not always correlate 
with clinical finding, meaning that patient may have some 
symptoms, but no corresponding lesions are evident on MRI. 
The latter is referred to as the clinico-radiological paradox 
(6), which is particularly emphasized in the brainstem region 
(7). Thus there is a need for additional methods and tools for 
assessing different neurological system, and evoked poten-
tials are one of these methods.

EVOKED POTENTIALS

Evoked potentials (EP) are a group of different slightly di-
fferent diagnostic procedures, but all share the same prin-
ciple; the response of specific neural pathway to appropria-
te stimulation is recorded and analysed. Using this principle, 
numerous neural pathways and systems can be inspected, 
for example somatosensory system (somatosensory evoked 
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potentials – SSEP), vestibular (vestibular evoked myogenic 
potentials – VEMP), visual (visual evoked potentials – 
VEP), auditory (brainstem auditory evoked potentials – 
BAEP), and motor system. For instance, one of the most 
commonly used types of stimuli is the electric impulse. The 
electric impulse is sensed by sensory nerve fibres which 
then emit the information from the place of stimulation (e.g. 
ankle) to cerebral sensory cortex. The sensory information 
is transduced as a transient “travelling” change of the ele-
ctric potential on the membrane of nerve cells, and these 
changes in the electric potential (so called evoked poten-
tials) can be recorded via electrodes placed along the exa-
mined neural pathway. Several parameters of the recorded 
response are analysed (i.e. the amplitude, latency and morp-
hology of the response) and compared to the referent values 
of healthy population. The name of the recorded response 
(the so called “wave”) usually contains information on the 
polarity of electric potential change (i.e. positive (P) or ne-
gative (N)), and the approximate time (measured in milli-
seconds) needed for the evoked potential to travel the 
distance from the site of stimulation to the measuring ele-
ctrode in healthy population. For example, P100 wave des-
cribes positive change of the electric potential measured at 
100 ms after the stimulation.

THE ROLE OF EVOKED POTENTIALS 
IN MULTIPLE SCLEROSIS

The role of EPs in the assessment of MS patients changed 
over time, and with the emergence of new technologies, 
especially the magnetic resonance imaging (MRI), EPs 
were unjustifiably considered less useful. In recent years 
EPs are becoming increasingly important in MS diagnosti-
cs, which is clearly reflected in the fact that visual evoked 
potentials became enlisted in the new criteria for diagnosing 
MS (8). In contrast to imaging methods, such as the MRI, 
EPs can give us insight in the actual function of the speci-
fic neural pathway. Since demyelinating inflammation of 
the central nervous system is the hallmark of MS, typical 
finding on EPs in MS are prolonged latencies of responses. 
Other common findings are decreased amplitudes or even 
absence of response depending on the degree of damage of 
myelin sheaths or neurons themselves.

VISUAL EVOKED POTENTIALS (VEP)

Considering that the first manifestation of MS in about 
20% of patients is the inflammation of the optic nerve 
(i.e. optic neuritis – ON), VEPs are one of the most com-
monly used methods among Eps (9). Typical finding on 
VEP in the acute phase of ON are prolonged latencies 
(Figure 1) and reduced amplitudes of the responses. Al-
though the amplitudes of VEP responses return to normal 
some time after the ON, the latency of the response usu-
ally remains prolonged. The sensitivity for identifying a 
patient who experienced ON some time in the past is 
77-100% (10, 11). It is for this reason that VEPs can be 
used for estimating whether the patient fulfils one of the 
criteria for diagnosing MS, i.e. the dissemination in time.

SMATOSENSORY EVOKED POTENTIALS (SSEP)

SSEPs of upper and lower extremities can give us insight 
in the function of somatosensory pathway in dorsal colu-
mns of the spinal cord and thalamo-cortical sensory system 
in the brain. The value of evoked potentials as a method 
lies primarily in their ability to detect subclinical damage 
of the nervous system, and SSEPs of lower extremities (Fi-
gure 2) are considered to be one of the most valuable met-
hods among Eps (12). Studies have shown that SSEPs of 
lower extremities can detect the damage of spinal cord so-
matosensory system in as much as 80% of MS patients 
without corresponding clinical symptoms (13).

Fig. 1: An example of prolonged latency of visual evoked potential res-
ponse. P100 wave was recorded more than 120 ms after the stimulation.

Fig. 2: An example of normal response recorded during SSEP of lower 
extremities. In this diagnostic procedure tibial nerve is stimulated via 
electric impulse at the level of ankle, and the responses are recorded at 
several spinal cord levels, as well as over sensory cortex of the brain.
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BRAINSTEM EVOKED POTENTIALS

Brainstem auditory evoked potentials (BAEP) and vestibu-
lar evoked myogenic potentials (VEMP) evaluate the fun-
ction of auditory and vestibular system (i.e. system respon-
sible for sense of balance) at the level of the brainstem. 
While BAEP is one of the least sensitive methods among 
EPs (14), VEMP has been shown to be superior compared 
to BAEP, as well as compared to neurological exam and 
brain MRI (15). SSEP of the trigeminal nerve has also pro-
ven to be valuable in detecting lesions of upper portion of 
the brainstem (i.e. the mesencephalon) in MS patients (16).

THE EVOKED POTENTIAL SCORE

Considering that by using different EP methods various par-
ts of the nervous system can be evaluated, an idea to create 
an indicator of the global state of function of MS patients’ 
nervous system was born. By marking every VEP and BAEP 
response, and motor and SSEP responses of upper and lower 
extremities according to hypothetical degree of damage, and 
summing-up all of the result, Leocani et al. developed the 
so-called evoked potential score (EP score). In this model 
normal responses were marked as 0, prolonged latencies as 
1, abnormal morphologies of waves was marked as 2, and 
an absence of response was marked as 3 (17). In this longi-
tudinal study patients were followed-up for about three years, 
and EP score correlated well with neurologist’s clinical fin-
dings, but it also showed predictive value. Subjects who had 
EP score higher than the median of this sample had 72.5% 
higher risk for clinical worsening in the control period. Also, 
another retrospective study with longer follow-up period 
confirmed the predictive value of EP score (18).

One of the shortfalls of both studies is that only BAEP 
was used to evaluate the function of the brainstem. This 
is especially important considering the before-mentioned 
correlation between brainstem lesions and higher risk for 
worse course of the disease. It is for that reason that the 
VEMP score was developed. VEMP score correlated well 
with both clinical and MRI findings of brainstem integri-
ty, and it also had independent predictive value of clinical 
state of MS patients (19, 20). The value of VEMP score 
as a predictor of disease course is still a matter of study.

CONCLUSION

Evoked potentials are very valuable neurophysiological met-
hod in diagnostics and follow-up of MS patients. The biggest 
advantage of EPs is the ability to detect subclinical damage 
of the nervous system. Also, considering that this method 
gives us information about the functional state of the inspected 
neural pathway, it is complementary to MRI when evaluating 
MS patients. Some studies have shown that by using a battery 
of EPs can be used to gain better understanding of the current 
state of individual MS patient, and can even be used to iden-
tify patients at higher risk of disease progression. This predi-
ctive value is especially important when deciding which 
therapy is the most suitable one for specific MS patient.
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The sense of vibration forms a part of proprioceptive 
sense and difficulties related to the sense of vibration are 
frequent indicators of neurological disorders. In classical 
clinical practice the sense of vibration is typically exa-
mined using a vibratory fork. The vibratory fork does 
not provide quantitative information about the sense of 
vibration, obtained information is subjective and the 
method is not applicable to people suffering from disor-
ders of consciousness and little children [1]. Apart from 
the classical vibratory fork that vibrates at only one 
frequency, there is a quantitative vibratory fork, Ry-
del-Seiffer tuning fork, which uses special extensions to 
adjust the frequency from 64 Hz to 128 Hz [2, 3, and 4]. 
Both types of vibratory forks provide only subjective 
information about the sense of vibration so it is not po-
ssible to perform longitudinal monitoring of changes of 
the sense of vibration. The sense of vibration is also 
tested using quantitative sensory testing (QST). The te-
chnique is based on the examination of the sense of vi-
bration and heat on the skin, however, it depends on the 
cooperation and the subjective assessment of examinee 
and there is no uniform interpretation of obtained results 
among research groups [5, 6, and 7]. Aforementioned 
methods have unstandardised parameters of examination 
and depend on the active cooperation and the subjective 
assessment of examinee so it is necessary to standardise 
the method for examining the sense of vibration to obta-
in quantitative information suitable for further analysis.

In addition, aforementioned methods do not provide in-
formation about the functional integrity of the whole 
vibratory sensory pathway. The application of vibratory 
stimulators, used in neurophysiological testing, was the-
refore introduced [8]. Neurophysiological testing is ba-
sed on recording the electrical activity of the brain, whi-
ch can be spontaneous (electroencephalogram – EEG) or 
it can reflect a response to a certain stimulus (evoked 
potentials). The evoked potentials method has a broad 
applicability in medicine and in various scientific fields. 
It is used to assess somatosensory and motor pathways 
as well as higher cognitive functions. The method itself 
is completely noninvasive and is independent of educa-
tional and cultural influences [9].

The research performed using vibratory stimulators utilised 
various parameters of stimuli (stimulus duration, stimulus 
frequency, site of stimulation). Stimulating the muscles of 
forearm using stimuli of different frequencies (40 Hz, 
80 Hz, 160 Hz), Münte evoked the first component 50 ms 
after the start of the stimulus [10]. Hämäläinen et al. inve-

stigated the stimulation of middle finger using pulses with 
low (24 Hz) and high (240 Hz) frequency and also registe-
red the first evoked response as a positive peak emerging 
45 ms after the start of the stimulus, with the activity loca-
lised in the contralateral primary sensory cortex [11].

In order to reach diagnosis in many systematic and neurolo-
gical disorders, it is important to examine the functional in-
tegrity of the whole vibratory sensory pathway, from sensors 
in the skin, mechanoreceptors, up to sensory cortical regions, 
where information about peripheral and early cortical com-
ponents is especially important. Research conducted so far 
resulted principally in later cortical components (around 
50 ms); however, none of the studies provided information 
about peripheral and early cortical components.

Somatosensory evoked potentials are evoked potentials 
elicited using electrical stimuli, which excite sensory pat-
hways that are anatomically almost identical to vibratory 
sensory pathways. They are used in everyday clinical pra-
ctice and they show clearly recognisable peripheral and 
early cortical components. Therefore, there is a question 
why vibratory evoked potentials are unable to register pe-
ripheral and early cortical components and trace the acti-
vity along the whole vibratory sensory pathway.

The evoked potentials method is based on the fact that the 
average value of electrical activity of the brain that is eli-
cited by repetitive stimuli is equal to the activity that emer-
ges as a response to a single stimulus, but only if all stimu-
li are identical (by ignoring the influence of noise). Knowing 
the fact that vibratory receptors generate action potentials 
that are synchronous to the vibratory stimulation, it is do-
ubtful why the induced activity cannot be registered along 
the whole sensory pathway, as it is the case with somato-
sensory evoked potentials, where even the earliest compo-
nents can be easily and uniquely registered. Moreover, the 
response of mechanoreceptors responsible for the sense of 
vibration depends on the parameters of stimulation and the 
same stimulus should generate the same evoked response 
[12, 13]. All mentioned leads to the conclusion that the 
problem of registering the activity elicited by the vibratory 
stimulation along the whole vibratory sensory pathway oc-
curs because repetitive vibratory stimuli do not have the 
same characteristics, which causes the inadaquate activati-
on of vibratory receptors and the generation of action po-
tentials with different characteristics. The inadequate acti-
vation of receptors causes asynchronous propagation of 
action potentials through the system and prevents the me-
asurement of peripheral components and early cortical 
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components of response. A late cortical response is actually 
the result of late cortical integration of information arriving 
asynchronously to the primary sensory cortex.

Vibratory stimulators which are primarily in usage have the 
constant amplitude of vibratory stimulus. This amplitude 
presents the amount of energy that is delivered to the tissue 
through the vibratory stimulus [8], but this is not an adequ-
ate measure since the geometrical relationship between the 
vibratory applicator and the tissue (examinee) is not con-
stant. Due to this fact, even though the same amount of 
energy is delivered each time, the energy is not delivered 
entirely to the tissue and the amount of delivered energy 
depends on a mutual relationship between the applicator 
and the tissue. This causes the change in parameters between 
successive stimuli, and, because of the absence of identical 
stimuli, the unique evoked response cannot evolve. A Paci-
nian corpuscle, a mechanoreceptor sensitive to a vibratory 
stimulus, reacts to the component of pressure and is it ne-
cessary to construct a vibratory stimulator that enables the 
generation of successive vibratory stimuli with equal pre-
ssure characteristics of vibratory applicator.

Therefore, at the Faculty of Electrical Engineering and 
Computing of the University of Zagreb the vibratory sti-
mulator was constructed, as shown in Figure 1. The main 
characteristic of the stimulator is maintaining the same 
pressure characteristics of vibratory applicator, instead 
of the constant amplitude of vibratory stimulus. This 
enables the generation of identical stimuli, with well-de-
fined parameters, which can induce the appropriate evo-
ked response of vibratory sensory pathway. The vibra-
tory stimulator has very precisely defined parameters of 
stimuli. It is possible to choose between two waveforms 

(sinusoidal and triangular), to choose the frequency in 
the range between 30 and 300 Hz, to choose the durati-
on of stimulus from 10 ms to 500 ms and to choose di-
fferent amplitude/intensity of pressure.

Measurements performed using the newly constructed 
vibratory stimulator in the Laboratory for Cognitive and 
Experimental Neurophysiology, the Department of Neu-
rology, the University Hospital Centre Zagreb, have 
shown that for obtaining the reliable and repeatable res-
ponse, which is shown in Figure 2, the stimulus with the 
following characteristics is necessary:

Stimulation frequency: 120 Hz

The electrical activity of the brain elicited by the vibratory 
stimulus with the frequency of 120 Hz shows the most re-
sembling features as the already well known electrical acti-
vity of the brain elicited by electrical stimulation. The evo-
ked response is composed of early components (N1, P1) 
and a late cortical component. When stimulating with the 
frequency of 120 Hz, several mechanoreceptors are active, 
mostly Pacinian corpuscles, with a contribution from Me-
issner’s corpuscles, making the response to this frequency 
very pronounced, with the highest amplitude and with cle-
arly distinguishable main components, and also the chosen 
frequency is in accordance with the available literature [14].

Stimulus duration: 50 ms

Comparing Figures 3.a and 3.b it can be seen that vibratory 
stimuli with the duration of 10 ms and 50 ms induce the 
main components of response with approximately the same 
latencies, so it is necessary to determine which of those 
durations results in a more sizeable response. It can be seen Fig. 1: Vibratory stimulator

Fig. 2: Vibratory evoked potentials induced by stimulating 
a right hand with a vibratory stimulus
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that the vibratory stimulus with the duration of 50 ms in-
duces the response of higher intensity, making the duration 
of 50 ms more eligible for further examination. The longer 
duration of stimulus ensures the longer exposure of the pri-
mary sensory cortex to information about the sense of vi-
bration, which results in the stronger activation of the sen-
sory cortex and in the stronger intensity of induced activity.

Site of stimulation: wrist

A hand has a broad representation in the somatotopic or-
ganization and a strong lateralization in the sensory region 
of the cortex. Wrist stimulation ensures a large enough 
stimulation area to activate the suitable number of Paci-
nian corpuscles, which have a small spatial density.

The evoked response induced by stimuli with aforemen-
tioned parameters can be uniquely registered using sur-
face electrodes positioned above the appropriate sensory 
cortex. This confirms the efficiency of vibratory stimu-
lation in the activation of vibratory sensory pathway for 
a particular hand and the capability of observing the 
functionality of vibratory sensory pathway using the 
evoked potentials method, which provides us with a no-
ninvasive and quantitative insight, because the results of 
evoked potentials method are presented uniquely with 
measured values (latency, amplitude).

The existence of uniquely measured values of evoked res-
ponse allows the quantitative longitudinal monitoring of exa-
minee and also the comparison between different examinees, 

which was not possible so far due to lack of clearly defined 
and quantified early parameters of evoked response.

The presented method of vibratory stimulation is in the 
process of implementation into the everyday clinical pra-
ctice, where it will contribute to the timely discovery and 
to monitoring the course of different neurological disorders.
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Fig. 3: Vibratory evoked potentials induced by vibratory 
stimulus with duration: a) 10 ms and b) 50 ms
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Auditory evoked potentials are generated by the respon-
se of the ear, the brainstem and the auditory cortex on 
the sound stimulus. Their application is great: from he-
aring screening in newborns, hearing tests, psychologi-
cal research, research of the speech and language impa-
irments, to the applications in cognitive tests of various 
neurological disorders.

Recording auditory evoked potentials is the similar as in the 
other evoked potentials. Participant sits  comfortably in a 
chair, EEG data are collected by  electrode cap on his head 
and he listens to stimuli  presented binaurally through the 
in-ear headphones and distributed in the specific intervals, 
i.e. paradigm (Figure 1.). During stimulation, subject acti-
vely listens to stimuli or ignores them by watching the vi-
sual  content. Young children, who sleep, and people in a 
state of coma also respond to stimulation, although they 
don’t participate conscious in a study. EEG epochs are ave-
raged after recording to obtain the required potentials.

Depending on the location of the electrical activity ge-
neration, evoked potentials are divided into the early (1 
to 10 ms), middle (10 to 50 ms) and long (after 50 ms) 
latency evoked potentials (Figure 2.).

Early latency auditory evoked potentials are generated 
by the transmission of electrical signal on the auditory 
pathway to the thalamus, while middle latency evoked 
potentials represent thalamus electrical activity and arri-
val of auditory information in primary auditory cortex 
[2]. Long latency evoked potentials are function of co-
gnitive factors such as attention, memory, language, etc.

EARLY LATENCY AUDITORY EVOKED 
POTENTIALS

Within 10 ms after stimulus occur responses of the co-
chlea, auditory nerves and brainstem (Figure 3.). Each 
of six waves (I-VI) is anatomically connected with neu-
ral structures of the auditory pathway. Diagnostic signi-
ficant are latencies of the waves and latencies between 
the first, third and fifth wave, because these waves are 
most evident during the measuring. Brainstem potentials 
provide important information about the sound content 
processing at a very low level, especially in infants and 
young children, because early intensive rehabilitation 
begins with early detection of the hearing impairment.

The most used are click and sinusoidal stimuli of different 
frequencies and envelopes. Click stimuli are generated by the 
activation of a sound transducer with monophasic rectangu-
lar electric pulse of shot time (e.g. 100 μs) and presents a 
series of sound waves lasting a few milliseconds in frequen-
cy range 50-3000 Hz. Polarity of evoked activity depends on 
the polarity of rectangular pulse that affects the initial dire-
ction of the membrane acoustic transducer movement. 
Applying alternating stimuli eliminates this dependency.

Pure sinusoidal tones are used in finding hearing thres-
holds, as well as recording cognitive evoked potentials. 
The shape of the stimulus is determined by the maximum 
intensity, rise time, duration and fall time of trapezoidal 
envelope of the sine signal, and times are in the order of 
tens of milliseconds [4].

In each research, it is strived to better recording the bra-
in activity. Due to specific structure of the cochlea and 
the distribution of receptors in frequency bands, we can 
adjust the sound stimulus in order to obtain a higher 
amplitude response. During the click stimulation there 
are no all receptors activate at the same time, different 
receptors, depending of the frequency, react in different 
time (Figure 4.).

Replies to click stimuli for higher frequencies are de-
layed and therefore the sum of these amplitudes is less. 

Fig. 1: The system for recording auditory evoked potentials [1]

Fig. 2: Auditory evoked potentials: a) brainstem evoked poten-
tials; b) middle latency evoked potentials; c) cognitive evoked 

potentials [2]
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If the sound signal is adjusted so that its high frequency 
components are delayed, and all the stimuli are received 
at the same time to corresponding receptors, the sum of 
responses will be greater and we get a better signal (Fi-
gure 4.), and therefore we can get the accurate diagnoses. 
Such a stimulus is called a chirp stimulus [5].

Auditory brainstem response (ABR) is commonly used in 
paediatric diagnosis, especially in neurology and audiome-
try tests with the purpose to detect the hearing disorders.

ABR represents the objective audiogram (Figure 5.), and 
therefore provides better diagnostic information in patients 
whose subjective responses are unreliable. In addition to 
the time domain, as shown in ABR, functional testing of 
hearing times can be analysed in the frequency domain. 

Search based on different analysis calls Auditory Steady 
State Response, ASSR. The stimulus is the frequency and/
or amplitude-modulated tone of 500 Hz, 1 kHz, 2 kHz and 
4 kHz or broadband signals (click noise, AM noise and 
chirp). If there is a response, EEG activity will be synchro-
nized with the frequency content of stimulation [6]. Due to 
the rapid response and to get a short time of measurement, 
ASSR are used in the hearing screening of new-borns.

Fig. 3: Auditory pathway [1] and early latency auditory evoked 
potentials [3]

Fig. 4: a) the impact of the cochlea sound stimulation in the time; 
b) brainstem responses depending on the frequency components 

of the sound stimulus (adapted from [5])

Fig. 5: ABR dependent of the auditory stimulus intensity [1]
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Early latency auditory evoked potentials are unambiguo-
us in most subjects and are thus applicable for clinical 
purposes. In contrast, long latency auditory evoked po-
tentials are not represented in the diagnostic practice. 
There are many paradigms and stimuli used by researc-
hers, but clinical applications are less successful for the 
following reasons: paradigms are complicated to use and 
time-demanding, relationship of the evoked components 
and cognitive difficulties is poorly defined, differences 
between the control group and the population with co-
gnitive disabilities are not significant, and it all reduces 
the diagnostic value of cognitive potential [7].

LONG LATENCY AUDITORY POTENTIALS

The first responses in the auditory cortex, between 60 and 
250 ms after stimulus, represent P1 and N1 waves (Figure 
2.). They reflect the analysis of the physical characteristi-
cs of stimuli, e.g. intensity, frequency, pitch and timbre, 
and are specially influenced by attention [2]. Repeated 
stimuli evoke a basic N2 wave. Small probability of these 
stimuli contributes to increasing the amplitude of this 
wave, and it is considered that a component N2 correspo-
nds to the process of categorizing stimuli [8].

When the current excitation content of the memory mo-
del is preserved, because stimuli did not cause a change 
in the perception, we will record only the sensory evoked 
potentials (N1, P2, and N2). In the process of stimulati-
on are involved different auditory stimuli, we want to 
participant pays attention to some of them and therefore 
they are called the target, others are standard stimuli. 
When we insert an unknown stimulus i.e. the target sti-
mulus, observation processes manage a changing or 
upgrading representations of stimuli followed the appe-
arance of the wave P3 or P300.

A paradigm in which only the target stimulus occurs ran-
domly in time provides a basic P3 component, as well 
as oddball paradigm in which between the standard sti-
muli are inserted target stimuli. Paradigm with three di-
fferent stimuli evokes P3 wave subcomponents (Figure 
6.). Subcomponents P3b, parietal maximum, occurs 
when between the standard stimuli is insert the target 
with an aim to check the subject’s ability to compare and 
discrimination two stimuli. While the subcomponent 
P3a, frontal maximum, is got with one more inserted 
stimulus used for distraction [9]. It is considered that P3b 
reflects cognitive processing of stimuli [10].

When creating a paradigm, determined parameters are 
very important because they affect the response. Small 
target stimulus probability contributes to greater P3 wave 
amplitude and the weight of the task changes the ampli-
tude of the wave. If the task is heavy, subject invests more 
effort and the amplitude is higher, which leads to the conc-
lusion that the P3 wave generation is in relation to the 
amount of the effort. But if the task is too heavy and the 
participant is not sure whether the default stimulus is tar-

get or non-target, the amplitude decreases. It is therefore 
very important to work out the details of the test.

Peak of the P3 wave is largest in the time range from 250 
to 500 ms. For simplicity, the widely used is the oddball 
paradigm. Auditory oddball paradigm requires a set of stan-
dard (around 80%) tones (e.g. 65 dBHL, 1000 Hz, 50 ms 
duration, 10 ms fall/rise time) with randomly presented rare 
tones (around 20%, e.g. 65 dBHL, 2000 Hz, 50 ms durati-
on, 10 ms fall/rise time). The interstimulus interval is abo-
ut 1500 ms and it is minimum necessary 50 target stimuli. 
Participant counts standard tones or presses the button in 
the dominant hand for each target tone, thus provides the 
subject’s attention. Very important variable is the age (la-
tencies increase with age) and the results should be compa-
red with the corresponding control group [11].

If the oddball paradigm is applied with the same stimu-
li, but the participant have to ignore the auditory stimu-
lation and pay attention to the visual content (e.g. a silent 
movie or read the book), it will appear evoked potential 
mismatch negativity, MMN (Figure 7.).

Negative falling wave MMN, the largest on the central ele-
ctrodes with the peak between 160 and 220 ms, is generated 
through the process of a mismatch between rare stimuli 
sensory inputs and sensory-memory trace that represents 
the physical property of the standard stimulus [8]. This pro-
cess, as well as the sensory analysis of the auditory input 
and their coding into the memory trace, happens automati-
cally, because MMN is elicited by changing auditory sti-
muli without participant’s attention. MMN is especially 
interesting, because it is possible to access to the discrimi-
nation abilities of individuals whose sound capacities diffi-
cult to determine, including infants, young children and 
people with stronger cognitive impairments [7].

Fig. 6: Paradigms for eliciting P3 wave and subcomponents 
P3a and P3b [9]
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Only the stimulus alone does not always serve as the 
standard comparison for the characteristics of the stimu-
lus. In the simplest auditory oddball paradigm the pro-
cess also include factors of the larger context of the so-
und sequence. The basis of the appearance of MMN is 
extraction of the irregularity. Also, only the ratio of de-
viant and standard stimuli evokes no MMN, and proba-
bility alone is not sufficient for eliciting MMN (Figure 
8.). The key influence on the occurrence of MMN has a 
repeated standard pattern. MMN is a result of a series of 
processes that precede the detection of differences and 
are sensitive to a larger auditory context [12].

MMN is counted by subtracting the averaged ERP response 
to the standard stimuli from the averaged response to the 
deviant stimuli. The interstimulus interval is about 500 ms to 
1s [13], and it should be present at least 150 deviant stimuli. 
MMN is elicited by the different paradigms: standard oddball 
paradigm, the multiple deviant paradigm, paradigm without 
standard stimuli, uninterrupted sound paradigm.

Stimuli can also be words or sentences, and a language 
processing occurs after 400 ms. N400 is a negative wave 
maximal at the central and parietal electrodes and modu-
lated with an expectation or anticipation words from the 
sentence context, a violation of semantic form is achieved 
by changing the last word in a sentence, a pair of words 
(which are more or less semantically dependent), only one 

word (which participant has not heard or has rarely heard) 
or the images that represent an object or action [14]. It 
should be present at least 50 rare stimuli, also each target 
stimulus should be different because repetition reduces the 
amplitude of the wave N400, also distractor stimulus sho-
uld be in the category of the same semantic field, the same 
frequency of occurrence in speech and the same length 
[7]. Late component which is correlated with a syntax 
process is represented by the central parietal positivity 
with latency 600-1000 ms. This is the wave P600 [14].

In view of the above, the cognitive evoked potentials rese-
arch requires a good knowledge of paradigm development 
and influence of its parameters in the desired response. The 
same paradigm with the subject’s attention or inattention 
can cause a variety of responses. There are many other 
parameters that may change the response like characteristi-
cs of the stimulus, interstimulus interval length, deviant 
stimulus probability, and the analysis, which can provide a 
clearer result if e.g. instead of in the time domain, responses 
are analysed in the time-frequency domain. For this reason, 
the auditory late latency evoked potentials still apply in the 
research purposes, in order to get future diagnostic value.
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HATZ News

CURRENT AND FORTHCOMING ACTIVITIES 
OF THE CROATIAN ACADEMY OF ENGINEERING IN 2017

In accordance with its accepted Program of Work and Acti-
vities in 2017, the Croatian Academy of Engineering conti-
nues with intensive activities, especially concerning auspices 
of conferences and meetings, the organisation of its own 
conferences and co-organisation of conferences with other 
prominent academies, scientific organisations, and compa-
nies in Croatia and abroad. The Academy also participates 
regularly in the meetings and conferences of public interest, 
organised by other related institutions.

Auspices of the Academy
• Faculty of Textile Technology in Zagreb – 10th Scientific 

and Professional Colloquium TEXTILE TECHNO-
LOGY AND THE ECONOMY – „Complementarity of 
Science, Technology, and Design“, Zagreb, January 24, 
2017

• Josip Juraj Strossmayer University of Osijek, Faculty of 
Food Technology and Biotechnology in Osijek, Faculty 
of Agriculture in Osijek, Faculty of Civil Engineering in 
Osijek, Department of Biology of the J.J. Strossmayer 
University of Osijek, Department of Chemistry of the J. 
J. Strossmayer University of Osijek, Faculty of Food Te-
chnology and Biotechnology of the University of Zagreb, 
European Hygienic Engineering and Design Group 
(EHEDG), DANUBEPARKS – Network of Protected 
Areas along the Danube River, Croatian Food Agency, 
Croatian Agency for the Environment and Nature, Hrvat-
ske vode – VGO Osijek, Osijek-Baranja County, Vodo-
vod-Osijek, Ltd., Public Institution Kopački Rit Nature 
Park, Institute of Public Health of the Osijek-Baranja Co-
unty – 7th International Conference „Water for All“, 
Osijek, March 9-10, 2017

• Croatian Colour Society (HUBO) – International Colour 
Day 2017 (MDB 2017), Zagreb, March 21, 2017

• Croatian Chamber of Mechanical Engineers – 5th Inter-
national Congress MECHANICAL ENGINEERS’ 
DAYS, Vodice, March 29-31, 2017

• Faculty of Transport and Traffic Sciences in Zagreb – De-
partment of Water Transport, University of Zagreb - Ro-
und Table Discussion “The Future of Maritime Line 
Passenger Transport in the Republic of Croatia”, Boron-
gaj Scientific and College Campus, Zagreb, April 5, 2017

• Faculty of Mechanical Engineering and Naval Architectu-
re in Zagreb, University North in Varaždin, Croatian PLM 
Association – International Scientific Conference MOT-
SP 2017 „Management of Technology – Step to Sustai-
nable Production“, Dubrovnik, April 5-7, 2017

• Croatian Society for Biotechnology (HDB), European Bi-
otechnology Thematic Network Association (EBTNA), 
EUROBIOTECH, and University of Zagreb – Faculty of 
Food Technology and Biotechnology - European Biote-
chnology Congress 2017, Dubrovnik, May 25-27, 2017

• Faculty of Transport and Traffic Sciences of the Univer-
sity of Zagreb, Croatia and Faculty of Logistics of the 
University of Maribor, Slovenia - International Confe-
rence on Traffic Development, Logistics & Sustainable 
Transport (ZIRP 2017) – “New Solutions and Innovati-

ons in Logistics and Transportation”, Opatija, June 1-2, 
2017

• Croatian Cartographic Society (HKD) – 13th Colloquium 
„Geo-heritage, Geo-information, and Cartography“, Se-
lce, September 7-9, 2017

• Faculty of Electrical Engineering in Osijek – Internatio-
nal Conference on Smart Systems and Technologies 
2017 (SST 2017), Osijek, October 11-13, 2017

(Co-)organisation of the Academy’s Conferences 
and Meetings
• 8th Joint Session of the Council and Co-ordination of 

the Croatian Academy of Medical Sciences, Croatian 
Academy of Engineering, Croatian Academy of Legal 
Sciences, and Academy of Forestry Sciences, Zagreb, 
January 30, 2017

• Croatian Academy of Engineering – Department of Che-
mical Engineering and Centre for Environmental Protecti-
on and Development of Sustainable Technologies, PLIVA 
Croatia, Inc., and Model, Ltd. – Scientific and Professi-
onal Conference „Mathematical Modelling and Nume-
rical Simulations’ Application in the Chemical Process 
Industry“, Zagreb, February 23, 2017

• Croatian Engineering Association, Croatian Academy of 
Engineering, and Faculty of Forestry in Zagreb – 3rd Cro-
atian Engineers’ Day, Zagreb, March 2, 2017

• Croatian Academy of Medical Sciences, Croatian Aca-
demy of Engineering, Croatian Academy of Legal Scien-
ces, and Academy of Forestry Sciences – Scientific Sym-
posium „Modern Technologies: The Ethics of Utilisation 
and the Legal Regulations“, Zagreb, March 17, 2017

• Croatian Academy of Engineering, Public Open Univer-
sity Zagreb, and Faculty of Mechanical Engineering and 
Naval Architecture in Zagreb – Round Table Discussion 
„Teachers’ Competences in the Higher Education“ and 
Presentation of the book „The Curricular and Dida-
ctic-methodical Grounds of the Higher Education Teac-
hing“ (authors: Duško Petričević, PhD, Prof. Gojko Ni-
kolić, PhD, Daniel Domović, BSc Comp, and Jelena 
Obad, BSc Psych), Zagreb, March 28, 2017

• Croatian Academy of Engineering – Department of Grap-
hical Engineering and Centre for Graphical Engineering, 
and Školska knjiga Zagreb, Inc. – International Scientific 
Conference „Printing & Design 2017“, Zagreb, March 
9, 2017

• Croatian Academy of Engineering and Faculty of Electri-
cal Engineering and Computing in Zagreb – Round Table 
Discussion „Status and Future of Technological and 
Biotechnological Sciences in Croatia in the 21st Centu-
ry“; Presentation of the “Annual 2016 of the Croatian 
Academy of Engineering“ (in Croatian), and Presentation 
of the New Issues of HATZ Bulletins in Croatian („Teh-
ničke znanosti“), and in English („Engineering Power“), 
Zagreb, May 8, 2017

• Croatian Academy of Engineering and University of Za-
greb – 32nd Annual (Elective) Assembly of the Croatian 
Academy of Engineering, Zagreb, May 15, 2017
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• Croatian Academy of Engineering – Round Table Discu-
ssion „The Know-how Required for Successful Concep-
tion of and Decision-making on the Implementation of 
Major Energy Projects in the Republic of Croatia“, Za-
greb, October/November 2017

• Polish Academy of Sciences (PAN) and European Coun-
cil of Academies of Applied Sciences, Technologies, and 
Engineering (Euro-CASE) – Euro-CASE Annual Confe-
rence 2017 „Cybersecurity“, Poznań, Poland, Novem-
ber7-8, 2017

• Real Academia de Ingeniería (RAI), Spain – CAETS 
Convocation 2017, Madrid, Spain, November 13-16, 
2017

• National Academy of Engineering (NAE US – CAETS) 
and Technology Academy Finland (TAF – Euro-CASE) 
- The 2017 EU-US Frontiers of Engineering Symposi-
um, University of California, Davis, CA, USA, November 
16-18, 2017

Participation of the Academy at the Conferences 
and Meetings of Public Interest
• Croatian Academy of Sciences and Arts – Scientific Co-

uncil for Technological Development – Lecture by Aca-
demician Božidar Liščić (HAZU Full Member and HATZ 
Emeritus), „How to Realise Intelligent Product Specia-
lisation for the Export Products of High Added Value?”, 
Zagreb, January 24, 2017

• Croatian Academy of Sciences and Arts – Opening of the 
12th Night of the Musea – „Music and the Great Musi-
cians – Their Influence on the Society“, Zagreb, January 
27, 2017

• Croatian Academy of Medical Sciences – Public Lecture 
“Trends in Pharmaceutical Industry and the Role and 
Position of the Generic Industry” (lecturer: Mihael Fur-
jan, BSc (Econ), Pliva Croatia, Inc., President of the 
Management Board and CEO for Southern and Eastern 
Europe), Zagreb, January 31, 2017

• Croatian Academy of Sciences and Arts – Public Lecture 
by Marijana Borić, PhD, “Faust Vrančić – 400 Years 
After” (on the occasion of the 400th Anniversary of Death 
of Faust Vrančić), Zagreb, February 2, 2017

• Croatian Engineering Association (HIS), Faculty of Fore-
stry in Zagreb, and Croatian Forestry Society – Round 
Table Discussion „The Role of Wood Technology and 
Forestry in the Circular Economy”, Zagreb, February 
27, 2017

• Croatian Academy of Medical Sciences – Public Lecture 
“Robots in the Medicine“ (Lecturer: Prof. Gojko Niko-
lić, PhD), Zagreb, February 28, 2017

• Croatian Academy of Sciences and Arts – Project Presen-
tation Ceremony: The New Passenger Terminal of the 
Franjo Tuđman Airport Zagreb (authors: Academician 

Branko Kincl, Academician Velimir Neidhardt, and the 
late Prof. Jure Radić, PhD), Zagreb, March 20, 2017

• University of Zagreb – Faculty of Mechanical Enginee-
ring and Naval Architecture – Round Table Discussion 
„Draft Amendment Proposal of the Strategy of National 
Security and the Long-term Plan of Development of the 
Croatian Navy by Means of Its Own Development by 
2024“, Zagreb, March 9, 2017

• Croatian Academy of Sciences and Arts – Department of 
Natural Sciences and Department of Mathematical, Physi-
cal, and Chemical Sciences – Meeting on the Occasion 
of the 160th Anniversary of Death of Academician An-
drija Mohorovičić“, Zagreb, March 21, 2017

• Groupe interacadémique pour le développement (GID) – 
Euro-Mediterranean Academic Network (EMAN) – Fo-
rum Parmenides VIII „What Knowledge to Reconcile 
the Evolution of Port Facilities with Sustainable Deve-
lopment in the Mediterranean?“, Genoa, Italy, March 
21-23, 2017

• Croatian Academy of Sciences and Arts and Croatian 
Science Foundation – 1st Colloquium: Lecture by Aca-
demician Mladen Obad-Šćitaroci (Full Member of HAZU 
and Member of HATZ in the Department of Architecture 
and Urban Planning), „Cultural Heritage Advancement 
in the Context of the Heritage Urbanism“, Zagreb, Mar-
ch 23, 2017

• European Research Council (ERC), Ministry of Science 
and Education of the Republic of Croatia, Agency for Mo-
bility and EU Programmes – The 10th ERC Anniversary 
Jubilar Conference „European Research Council – Ten 
Years of Excellent Ideas“, Zagreb, March 27, 2017

• Nikola Tesla Innovation Centre (ICENT) – 2nd Workshop 
within the CROBOHUB Project on Research and Deve-
lopment in the Field of Robotics, Zagreb, March 27, 2017

• Croatian Academy of Medical Sciences – Public Lecture 
“Croatian Forests’ Ecosystems as the Natural Habitats 
of Zoonoses Causative Agents” (Lecturer: Prof. Josip 
Margaletić, PhD, Member of Academy of Forestry Scien-
ces), Zagreb, March 28, 2017

• Tehnix, Ltd., and Zagreb Fair – 2nd International Tech-
nological Conference for Sustainable Waste Manage-
ment (within the 9th International Fair of Environmental 
Protection and Communal Equipment – EMAT), Zagreb, 
April 5, 2017

• Croatian Academy of Sciences and Arts – Lecture by Gu-
ste Santini, PhD, „POSSIBLE COURSES OF TAX PO-
LICIES CONVERGENCES WITHIN THE EU FRA-
MEWORK – A MESSAGE TO CROATIA“, Zagreb, 
April 12, 2017

• Croatian Academy of Sciences and Arts – Scientific Co-
uncil for Traffic – International Scientific Congress „Va-
lorisation of Intermodal Logistical Corridor Ploče-Mo-
star-Sarajevo-Vukovar (Croatian Middle 
Adriatic-Danube Region) ”, Zagreb, April 25, 2017

HATZ News Editor 
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